
Theor Chem Acc (2006) 115: 86–99
DOI 10.1007/s00214-005-0054-4

REGULAR ARTICLE

Vassiliki-Alexandra Glezakou · Yongsheng Chen
John L. Fulton · Gregory K. Schenter · Liem X. Dang

Electronic structure, statistical mechanical simulations, and EXAFS
spectroscopy of aqueous potassium

Received: 28 May 2005 / Accepted: 7 July 2005 / Published online: 23 December 2005
© Springer-Verlag 2005

Abstract We investigate the solvation structure of aqueous
potassium ions, using a combination of electronic structure
calculations, statistical mechanical simulations with a de-
rived polarizable empirical potential and experimental mea-
surement of the extended X-ray absorption fine structure
(EXAFS) spectra. The potassium K-edge (at 3,608 eV)
EXAFS spectra were acquired on the bending magnet of sec-
tor 20 at the Advanced Photon Source, at ambient conditions
and for the concentrations of 1 and 4 m KCl. We focus on
the coordination distances and the degree of disorder of the
first hydration shell as determined by electronic structure cal-
culations, molecular dynamics simulations and experimental
measurement. Finally, we characterize the changes of the
structure in the first hydration shell with increasing temper-
ature as predicted by molecular simulation.

Keywords EXAFS · Debye-Waller factor · Electronic
structure

1 Introduction

Ion mediation in water is one of the classic problems
encountered in many chemical processes. Water is the most
common solvent either in the laboratory or in biological
systems; therefore understanding the interaction of ions and
water is of paramount importance. A number of theoreti-
cal [1–11] and experimental [12–14] studies have been con-
ducted on the subject. Environmental control of ions [15],
or biological processes of ion channel transport and pro-
tein binding [16] are some broad examples of such important
chemical processes. As a result, there is an ongoing theoret-
ical and experimental effort devoted to the understanding of
ion solvation [17,18]. K+ in particular, plays a very important
biological role in electrical signaling in the nervous system
[19].
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In this study, we address some fundamental issues of the
structure of aqueous potassium and how it is affected by tem-
perature, using a combination of theoretical and experimen-
tal methods. Although the structure of solvated ions is not as
well-defined as in the case of crystals, one can still define an
average structure, which can be quite characteristic of the ion
and its immediate environment. Structural parameters can be
calculated from experimental measurements, ab initio elec-
tronic structure calculations or numerical simulations such as
molecular dynamics (MD). Figure 1 gives a qualitative pic-
ture of these structural parameters, NO, coordination number
of nearest neighbors, σ 2, Debye–Waller factor, which corre-
sponds to the half-width of the peak in the radial distribution
function (RDF), gKO(r), and RO, which is the center of the
peak. The broken line depicts the (ideal) Gaussian peak cen-
tered at RO,G, which in general, can be more symmetric and
narrower than the real peak. This center is shifted compared
to the one obtained experimentally, or even from the MD
simulations. The coordination number can be calculated by
direct integration of this first peak:

NO = ρ0

r2∫

r1

4πr2gKO(r)dr (1)

where r1, and r2 are the integration limits.
The Debye–Waller factor is a quantity which can be ex-

tracted from electronic calculations of clusters, within the
harmonic approximation. It is a measure of both the static
disorder and thermal vibrations around the solvated species,
and consequently, the average number of the solvent mole-
cules interacting with the solute. It is directly related to the
potential of the mean force from which diffusive reaction
rates can be determined, and therefore an accurate evalua-
tion of this quantity is important.

In this paper, we use molecular dynamics simulations,
electronic structure calculations and extended X-ray absorp-
tion fine structure (EXAFS) spectroscopy to evaluate the
immediate environment about the solvated K+ ions. MD sim-
ulations using empirical potentials have been applied suc-
cessfully in the analysis of chemical and physical properties
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Fig. 1 The fundamental quantities of ion solvation structure, coordina-
tion number NO (area under curve), Debye–Waller factor (half-width)
σ 2, center of peak, RO

of ions in solution [20]. An accurate description of a liquid
interface remains a challenging problem, since it is highly
dependent on the state of the solvent. The majority of wa-
ter models focus on the properties of liquid water and are
parametrized to reproduce the thermodynamic and structural
properties under normal pressure and temperature. The main
drawback is the lack of non-additive many-body interactions,
which account for a significant part of the total interaction en-
ergy [2,5,21,22]. Polarizable potential models [23] include
explicit treatment of the molecular polarizability of both the
solute and the solvent, and the potential function parameters
are optimized to reproduce aqueous cluster properties ob-
tained from electronic structure calculations and experimen-
tal data, as well as experimental thermodynamic, structural
and dynamical properties of bulk water. Such a model has
charges at fixed distances such that they reproduce experi-
mental gas-phase and ab initio results:

Utotal = Upair + Upol (2)

where the first term represents the pairwise additive potential
and is the sum of the Lennard-Jones and Coulomb interac-
tions, and the second term is the non-additive polarization
energy [23]:

Upair =
∑

i

∑
j<i

[
4ε

((
σi j

ri j

)12

−
(

σi j

ri j

)6
)

+ qi q j

ri j

]
(2.1)

Upol = −
∑

i

µi · E0
i − 1

2

∑
j

∑
i �= j

µi · Ti j · µ j

+
∑

i

µi · µi

2αi
(2.2)

where ri j is the distance between site i and j, qi is the charge,
σi j and εi j are the Lennard-Jones parameters, E0

i is the elec-
tric field, µi the induced dipole moment and αi the polar-
izability at site i and Ti j is the dipole tensor. This model
is used to generate the radial distribution functions that can
then be combined with electronic structure calculations and
compared to EXAFS spectral quantities.

Molecular orbital calculations are often employed on ion–
water clusters to determine their structural or ligand exchange
properties [24–27]. Systematic comparisons with crystallo-
graphic data reveal differences in the coordinative behavior
between different ions, and the preferred coordination num-
ber for individual species. Although additional shells are usu-
ally required to fully mimic bulk aqueous conditions, clus-
ter calculations still bear considerable relevance to the first
hydration shell in solution, and can be used in conjunction
with continuum representations of the surrounding solvent.
We employ ab initio electronic structure calculations to deter-
mine the structures of K+[H2O]+n clusters, where n=1–8.
We apply the harmonic analysis for the evaluation of the
Debye-Waller factors, which we combine with the RDF from
molecular simulations to determine an ‘average’ value of the
Debye–Waller factor for aqueous K+.

Although K+ is ubiquitous in aqueous systems, the exper-
imental determination of its hydration structure is one of the
most difficult challenges for the diffraction-based methods,
such as neutron or X-ray diffraction, because the K+-H2O
length is nearly the same as that of H2O/H2O interaction
[18]. Neutron diffraction with isotopic substitution (NDIS)
has the potential for separating the K+/H2O and H2O/H2O
contribution as has been reported [28,29]. The difficulty with
NDIS is that the scattering length difference (or contrast)
of the two common K isotopes is relatively small, and the
hydration shell appears to be highly disordered leading to
interpenetration of the gKO(r) and gKH(r) [30]. The other
common experimental method of EXAFS spectroscopy [31–
34] has been widely used to characterize the structure of the
first peak in g(r) of solvated ions. The EXAFS signal quickly
weakens with distance, and so only the immediate neighbors
contribute to the spectrum. The major advantage of EXAFS
over other scattering methods is that it is a highly specific
probe about the central absorbing atom, and in the case of
K+, the K+/H2O distance is completely decoupled from all
H2O/H2O distances.

In EXAFS, X-rays of appropriate energy are used to stim-
ulate the excitation of a core electron of the ion, into a con-
tinuum state. The excited photoelectron is scattered by the
neighboring atoms creating interference with the initial wave-
packet and resulting in oscillations of the absorption spec-
trum. The Fourier transform of these oscillations produces a
real-space distribution function, which can be decomposed
into terms that allow the computation of various structural
parameters [33]. The standard EXAFS relationship is:

χ(k) =
∑

i

Ni

k R2
i

Fi (k)

× sin[2k Ri + φi (k)]e−2σ 2
i k2

e−2Ri /λ, (3)
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where Ni is the number of the i th-shell neighbors at Ri
distance from the absorbing atom, Fi is the backscattering
amplitude, σ 2

i is their mean-square displacement (Debye–
Waller factor), φi (k) the photoelectron phase-shift, and λ the
mean-free path of the photoelectron. This last exponential
term accounts for the inelastic scattering and damping of the
EXAFS signal with distance. Only in the limit of low dis-
order does the Debye–Waller factor measured by EXAFS
correspond to the peak width of the g(r). The application of
EXAFS to aqueous systems in which there is a high degree
of disorder has recently been reviewed [34,35]. For highly
disordered systems, the ‘Gaussian approximation’ in Eq. (2)
can be extended with terms treating the nature of the disorder
such as the anharmonicity in the pair potential.

With the wider availability of intense X-ray sources and
consequent abundance of experimental data, a serious theo-
retical effort has been developed for the modeling and inter-
pretation of EXAFS spectra. Codes like FEFF 8.0 [36] have
been developed and used with considerable success for the
direct simulation of EXAFS spectra, by evaluating the full
range of scattering processes for large clusters of atoms.
The accuracy of this analysis from the experimental data is
0.01–0.02 Å for distances, 20% for coordination numbers and
about 15% for the Debye–Waller factors. Methods have been
developed to generate EXAFS spectra from an MD simula-
tion (MD-EXAFS) [37,38].

2 Computational details

2.1 Potential models and simulation methods

We employed the rigid-body polarizable water model of Dang
and Chang [22] to describe the water–water intermolecular
interaction. The functional form of the empirical potential
includes a sum of Lennard–Jones Coulombic interaction and
polarization term in order to account for many-body effects.
This model describes reasonably well the structure and the
thermodynamic properties of the bulk and the liquid/vapor
interface of water. The polarizable potential parameters for
the ion–water interactions were developed to reproduce the
experimental solvation enthalpy and the structural properties
of solvated ions in liquid water.

The MD simulations for this system consist of 550 water
molecules and a K+ ion in a cubic simulation cell with an
average linear dimension of 25.5 Å per side. We carried out
the simulations using the identical protocol as used in our
earlier work on the calcium and strontium ions [37]. The
simulations were carried out in an isobaric–isothermal (NPT)
ensemble at 1 atm and 300, 350 and 400 K, with time steps
for the heat bath coupling and pressure relaxation of 0.1 and
0.2 ps, respectively [39]. In all MD simulations, a step of 2 fs
was used. After an energy minimization to relax the initial
coordinates, the simulation was carried out to 300 ps to equili-
brate the system, followed by at least 500 ps of data collection
for analysis. The MD-EXAFS spectra were averaged over the
500 configurations with each configuration separated by 100
timesteps. The relation between the details of intermolecular

potential and a prediction of EXAFS spectra builds on pre-
viously published work in MD-EXAFS [37, 38] where the
ensemble of molecular configurations generated by the inter-
molecular potential is used in electron scattering analysis. In
the present work we employ an updated version of the effi-
cient algorithm for evaluating the electron scattering series
by Rehr et al. [40], in its most current implementation in the
code FEFF8.2 [36].

2.2 Electronic structure

There have been several theoretical [1,6–10,41–47] and exper-
imental [13,14,48] studies on ion–water clusters, most of
them focusing on the evaluation of binding energies. Ab initio
calculations on bigger clusters were and still are quite chal-
lenging, especially for correlated methods. One is forced to
use incomplete basis sets and lower level theories, especially
when examining larger systems. Experimental data from neu-
tron scattering or X-ray spectroscopies, are particularly valu-
able for benchmarking purposes, although systematic errors
can still be disguised. Systematic studies and approximations,
taking into account the particular system, are always the best
approach.

The choice of the basis sets is very important in the case
of these systems. It has been found that extended basis sets
augmented with diffuse functions on the oxygen atoms are
very important in describing interactions with water [8]. In
the case of the alkali metals and earths, the formal charge
of the system (+1 or +2) implies a (n − 1) occupied valence
shell. It has been shown that for these elements, core-valence
correlation is particularly important in calculating reliable
structural [8,49] and thermochemical properties. Model ab
initio calculations used to parametrize semiempirical force
fields for Ca-protein simulations have suffered from the use
of inadequate Ca basis sets. In the case of Ca2+, core/valence
correlation and diffuse functions are very important in order
for geometries to agree within 2% [49]. For the same reason,
if effective core potentials are used the (n − 1) shell should
be explicitly treated and not included in the pseudopoten-
tial, and for post-Hartree–Fock treatments, the core/valence
electrons and orbitals should be included in the active space,
instead of being part of the frozen core. In the case of K+, as
well as Cs+, and Ru+, some water bonding orbitals are below
some of the core/valence orbitals of the metal, and therefore
they are not treated equally. Inclusion of the core electrons
in the correlation treatment has minor effect of about 4% on
binding energies [47], and ∼0.05 Å on the bond lengths [8].

We used aug-cc-pVDZ [49,50] basis for water and the
core/valence tailored basis of double zeta quality extended
with one set of (s, p, d) polarization functions [8,51] for
K, which will be referred as aug-CV-pVDZ. Use of aug-
cc-pVDZ quality basis sets has been shown to affect bind-
ing energies by less than 2% [8], and bigger basis would
make computations too expensive for the bigger clusters at
the correlated level. The calculations were performed with the
GAMESS-US suite of codes [52]. Geometry optimizations
and harmonic analysis were performed at the MP2 level of
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theory. The frequencies were calculated by double numerical
differences of the analytic gradients, and were subsequently
scaled by the appropriate scaling factor [53].

2.3 Experimental

Potassium K -edge (3608.4 eV) EXAFS spectra were col-
lected on a bending magnet beamline (Sector 20) run by the
Pacific Northwest Consortium – Collaborative Access Team
(PNC-CAT) at the Advanced Photon Source (APS), Argo-
nne National Laboratory. Three single 20-min scans were
co-added to obtain high-quality transmission spectra. The
arrangement of the X-ray optics to achieve a high level of
harmonic rejection and the methods for energy calibration
have been previously described [54]. With this method, the
first inflection in the spectra (transmission) for the 1 m aque-
ous KCl solution was located at 3610.5 eV after energy cal-
ibration to the Ti(0) K -edge (4966). Acquisition of EXAFS
spectra at the potassium K -edge is a challenging problem
because the strong X-ray absorption by the windows and the
solution severely limits the transmission. The liquid sample
holder used in these studies has been previously described
for studies of Ca2+ solutions [54]. In this method a very
thin liquid layer is contained between two pieces of thin pro-
lene film (isotactic polypropylene) that are stretched over a
“U”-shaped Kapton spacer that defines the pathlength. The
solution pathlength was set at 75 µm and the solution was
contained between two, 4µm thick prolene windows. Spec-
tra that were acquired at different path lengths and at different
concentrations were identical demonstrating that absorption
effects did not distort the χ(k) data. In general, the absorption
edge height 	µx , for these transmission measurements was
below 1.5 in all cases as required to eliminate X-ray leakage
effects.

During the fitting process the weighting of the potas-
sium χ(k) data was increased to k3 to better capture the
information on K–O structure contained in the region from
6 < k < 10 Å−1. The data were windowed between 2.0 <
k < 9.5 Å−1 using a Hanning window with dk = 1.0 Å−1.
The fits were applied to both the real and imaginary parts of
χ̃ (R) in the region of 1.0 < R < 4.0 Å. The uncertainties
associated with the fit correspond to an increase in the misfit
(defined by a scaled sum of squares, χ2

FEFFIT) between the
data and the best-fit model by an amount of 1/ν, where ν is
the degrees of freedom in the fit. The values calculated by
FEFF8 for the muffin-tin radii of 2.01, 1.09, and 0.85 Å for
K, O, and H, respectively, were used without modification. In
general, the contribution from second and higher hydration
shells has negligible effect on the measured or simulated χ(k)
spectra because the distances and the disorder are too large.
For the experimental spectrum, including single scattering
paths for K–H did not improve the quality of the fits, nor did
adding triangular scattering paths describing the K–O–H and
K–O–O paths.

In order to estimate the core–hole factor, S2
0 , we used the

coordination numbers and distances from crystallographic

data to fit the solid KCl reference compound. The KCl was
finely ground into an inert hydrocarbon grease and spread
in a thin layer for the transmission measurement. The S2

0
value was then found to be 0.98 for KCl, a similar value as
that reported for RbCl [55]. Uncertainties in the experimental
estimate of S2

0 lead to an error of approximately 20% in the
reported coordination numbers.

For K+ aqueous systems, in which there is a higher degree
of disorder in the first solvation shell, the EXAFS oscillations
are relatively weak, and contributions from weak multi-elec-
tron excitations [56–58] represent a larger proportion of the
total absorption intensity. For K+, there are several multi-
electron excitations that are removed using methods similar
to those previously described [54]. These excitations occur
at k = 2.6, 3.4 and 9.6 Å−1 corresponding to the KMII,III,
KMI and KLII,III transitions, respectively. The same series
of excitations with similar edge-step magnitudes are clearly
evident in atomic K vapor [59] and Ar gas. Our strategy
for efficient removal is to first fit the general multi-electron
background features of Ar with arctan+slope change func-
tions (KMII,III, KLII,III) and with an arctan function (KMI).
The energy position of these multi-electron edges are then
rescaled to potassium (K) energies using the (Z+1) model for
the onset of the multi-electron edges. The (Z+1) rule, states
that the energy required to eject the second electron after cre-
ation of a core–hole vacancy is equal to the binding energy of
that electron for the next higher element [60]. The fitting of
the K+ /H2O structural parameters was compared both with
and without removal of the multi-electron features.

2.4 MD-EXAFS

Several steps are required to convert the average molecu-
lar configurational information from the MD simulation into
an EXAFS spectrum. In standard EXAFS analysis, the fine
structure factor is defined by:

χ(E) = µ(E) − µ0(E)

	µ0(E0)
, (4)

where µ(E) is the absorption coefficient as a function of
X-ray energy E, µ0(E) is the background absorption coeffi-
cient and 	µ0(E0) is the jump in the absorption background
at the absorption edge, E0. Given a set of neighboring atoms
located at positions ri relative to the photoelectron source
located at r0, with Ri = |ri − r0|, the EXAFS signal in
k-space is described by:

χ(k) =
∑

i

S2
0

Fi (k)

k R2
i

e−2Ri /λ sin [2k Ri + φi (k)] (5)

where the photoelectron wave-vector, k, is related to the
X-ray energy by E = E0 + (h̄2k2)/2me. The effective back-
scattering amplitude, Fi (k) and the phase shift, φi (k) are
determined from multiple scattering analyses. The mean free
path, λ, accounts for inelastic scattering effects, while the
amplitude reduction factor, S2

0 , accounts for many body ef-
fects in a single particle theory. The k2-weighted χ(k) were
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Fourier-transformed to obtain radial structure functions. In
the current analysis the potassium K -edge excitation was
probed.

A maximum path length of 5.5 Å was used in the sampling
of the configurations used in the MD simulations. Increas-
ing this to 6.0 Å did not result in any significant modifica-
tions of the calculated spectra. The advanced features of the
current version of FEFF8.20 were employed, taking advan-
tage of self-consistent potentials. FEFF’s automated self-con-
sistent potential calculation with a radius of 3.1 Å for the
full multiple scattering during the self-consistency loop was
employed. The average EXAFS spectrum from the simula-
tion was obtained from a configurationally average:

χ̄ (k) = µ̄(E) − µ0(E)

	µ0(E0)
, (6)

where Eq. (6) represents a configurationally average of Eq.
(4). The configurationally average is often fitted to the expres-
sion:

χ̄ (k) =
∑

i

Ni S2
o

F̄i (k)

k R̄2
i

e−2R̄i /λ−2k2σ 2
i

× sin

[
2k R̄i + φ̄i (k) − 4

3
C3,i k

3
]

. (7)

In this expression, F̄i (k) is often estimated from a sin-
gle characteristic configuration and assumed to have insig-
nificant fluctuations with configuration. The Debye–Waller
factor, σ 2, and the third cumulant, C3, reflect the structural
disorder of the system.

To obtain a real space representation of the EXAFS spec-
tra, we calculated the Fourier transform of the structure factor
as implemented in the FEFFIT package [32]. Equation (6) is
thus transformed to:

χ̃ (R) = 1√
2π

∞∫

0

k2χ̄ (k)W (k)ei2k Rdk, (8)

where W (k) is a Hanning window.1

Experimental and simulated spectra were transformed in
an identical manner for direct comparison. χ̃(R) reduces to
a series of peaks centered at the atomic distances Ri , in the
limit that Fi (k) and φi (k) do not depend on k. Aside from
the distortion due to the electron scattering and phase shift
described in Eq. (4), χ̃ (R) is a direct measurement of the
radial probability, 4π R2g(R) in the region of the first solva-
tion shell.

1

W (k) = sin2
(

π(k − kmin + 	k/2)

2	k

)
, kmin − 	k

2
≤ k < kmin

W (k) = 2.0, kmin + 	k

2
≤ k ≤ kmax − 	k

2

and W (k) = cos2

(
π

(
k−kmax+ 	k

2

)
2	k

)
, kmax − 	k

2 < k ≤ kmax + 	k
2 . We

set kmin = 4 Å−1, 	k = 1 Å−1 and kmax = 9.5 Å−1

3 Results and discussion

3.1 MD simulations

The optimized ion–water potential parameters (i.e. Lennard–
Jones) were obtained by carrying out a series of MD simu-
lations. During the simulation, the ion-water Lennard–Jones
parameters were modified until the calculated solvation en-
thalpies and hydration numbers reproduced the experimental
measurements. The final potential parameters for the K+ ion
and for the water model are listed in Table 1.

In Fig. 2, we show the ion–water interaction energy as a
function of the separation distance. The minimum energies as
well as the ion–water distances were in good agreement with
the results obtained from ab initio molecular orbital theory
calculations [8]. The calculated RDF for the K+–H2O sys-
tem is included in Fig. 3, while Fig. 4 shows the first RDF
peak, gKO(r) at three different temperatures. The following
observations are in order:

• The RDFs are quite narrow with well-defined first and sec-
ond hydration shells, implying a strong interaction among
these species. The peaks tend to become slightly broader
as the temperature increases, indicative of the increased
disorder of the system with temperature.

Table 1 Potential parameters for K+ and H2O used in the molecular
dynamics (MD) simulations

Molecule Atom σ (Å) ε(kcal/mol) q(e) α(Å3)

H2O H 0.000 0.0000 0.5190 0.000
O 3.234 0.1825 0.0000 0.000
M 0.000 0.0000 −1.0380 1.444

K+ K 3.047 0.1000 1.0000 0.830
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Fig. 2 K+–H2O interaction energy. Energies are in kcal/mol, and
distances RKO in Å
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Fig. 4 Radial distribution function for K–O for T = 300, 350 and
400 K. Distances are in Å

• The coordination number obtained by integration of the
first peak in the RDF, out to its first minimum are 6.8,
which is in excellent agreement with 7, the result from re-
cent MD simulation and experimental measurements [48].

• The hydration enthalpies, calculated using a method de-
scribed previously are also in good agreement with the
experimental values [48].

• The K–O distance and coordination number from the MD
simulation of 2.725 Å and 6.8 respectively, are in good
agreement with recent ab initio dynamics simulations
where values of 2.80 Å and 6.0–6.8 are reported [62,63].
Qualitatively, the width of the first peak in gKO(r) is some-
what narrower for the MD simulation.

Table 2 Structural and thermodynamic properties of K+ in water at
300 K

Parameters MDa MD, Exp

RKO(Å) 2.725 2.6–2.8b

RKH(Å) 3.25 3.30b

N 6.8 5–8
	Hsol(kcal/mol) −71.0±5.0 −76.0c

aThis work.
bRef. [48]
cRef. [12]

The simulated peak positions, coordination numbers and
hydration enthalpies are summarized in Table 2, along with
the available experimental data. The peak position rather than
the peak center reported in Table 2 from the MD simulation
corresponds to the peak maximum in gKO(r) (see Fig. 1).
Having thus first established the good agreement between
simulation results and both the experimental and ab initio
data, we will use the simulated hydration structure to compute
the MD-EXAFS spectra for dilute K+ in solution (Sect. 3.3).

3.2 Electronic structure and fitting

We performed electronic structure calculations on K+ (H2O)n
clusters where n=1–8, at the MP2/aug-CV-PVDZ level of
theory. All structures were optimized and the harmonic fre-
quencies were obtained by numerical difference of the ana-
lytic gradients at the same level. The harmonic frequencies
were subsequently scaled by a factor of 0.96 [53]. Table 3 dis-
plays the energies and K–O distances for these clusters. The
computations were done without any symmetry to allow for
complete relaxation of the water molecules. In the table, we

Table 3 MP2/aug-CV-pVDZ Energies (in atomic units), bond lengths
(in Å)

n Symmetrya E R(K–O)

1 C2v −675.4572273 2.647
2 D2d −751.7426615 2.681
3 C3 −828.0252052 2.697
4 ‘Td’b −904.3052021 2.713

‘C3v’b −904.3089223 2.787(3),2.711
‘C4v’ −904.3104792 2.815

5 ‘C4v’ −980.5928387 2.855(4),2.708
6 ‘Th’b −1056.8602807 2.756

‘S6’ −1056.8721626 2.831
7 Cb

1 −1133.1550847 2.901(4),2.840(3)
8 ‘D4h’b −1209.4375688 2.917

aOptimizations were performed without any symmetry to allow for
complete relaxation of the waters, the symmetry labels thus correspond
to an approximate orientation of the water molecules around the metal
center. Quotes around the point groups mean that only O are considered
in assigning the symmetry group. Only clusters with n water molecules
in their first solvation shell are listed
bFirst or higher order saddle points at this level of theory, with very
small imaginary frequencies
cIn parentheses, number of equal bond distances



92 V.-A. Glezakou et al.

Fig. 5 K+ (H2O)n , n = 1, 8 clusters, MP2/aug-CV-pVDZ equilibrium structures. All structures optimized in C1. When in quotes, symmetries
take into account only the oxygen atoms

characterize them according to the local, approximate sym-
metry of the O atoms around the central atom. Bond lengths
are quite sensitive to the orientation and number of the waters
around the central atom. For example, the cluster with n=7
has two different groups of bond lengths. As is often the case
with such systems, more than one quasi-degenerate minima
exist for the same number of waters. Figure 5 displays the
different clusters.

The disorder contributing to the Debye–Waller factor can
be considered as the result of two sources, the configurational
disorder and the vibrational disorder. The cluster studies are
used to determine the latter, along with the universal curve
relating the vibrational contribution to the Debye–Waller fac-
tor (Fig. 6). The configurational disorder is determined from
the molecular dynamics simulation.

Within the harmonic approximation, there is a well-defined
relationship between the harmonic displacements and the De-
bye–Waller factors:

σ 2 =
∑

i

(
∂ Ri

∂zi

)2 kB T

Mω2
i

(9)

where ωi is the harmonic frequency i , M is the reduced mass
and Zi is the normal coordinate i . For the K–O interactions,
the symmetric and asymmetric stretches are the ones that
have the main contributions. The Debye–Waller factors were
also corrected for quantum effects according to the equation:

σ 2
qe =

∑
i

(
∂ Ri

∂zi

)2 kBT

Mω2
i

w
qe
i , (10)

where w
qe
i is the scaling factor:

w
qe
i =

h̄ωi
kBT

2 tanh
(

h̄ωi
2kB T

) . (11)

We applied a novel approach in which we combine the
results from these calculations with MD simulations. The
configurational disorder is thus convoluted with the vibra-
tional disorder in order to obtain our best estimate of the
total Debye–Waller factor, see Eq. (12).

The Debye–Waller factors obtained from the cluster cal-
culations, were fitted to a logarithmic function over the range
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Fig. 6 Debye–Waller factors from molecular dynamics (MD) simu-
lation (DC, Dang–Chang potential) and ab initio, quantum-corrected
calculations. Experimental values from EXAFS. All at 300 K

of K–O distances of the first peak of gKO(r), which indicates
the interaction within the first hydration shell. In the next
step, we combined the ab initio results with the simulations
in order to obtain an ‘corrected’ value for the Debye–Waller
factor (‘Direct evaluation’, Table 4), which integrates the
cluster approach with the continuum picture from the molec-
ular simulations. For this purpose, we weighted the Debye–
Waller factors by the MD-derived gKO(r):
〈

1

σ 2

〉
=

∫ r2
r1

dr4πr2gKO(r) exp(− ln σ 2
f (r))∫ r2

r1
dr4πr2gKO(r)

. (12)

The integration limits are taken to be the cutoffs for the
first peak of the radial distribution function, gKO(r). This
process was repeated for the three temperatures of 300, 350
and 400 K (Fig. 7) that the simulations were run.

Figure 6 compares the Debye–Waller factors calculated
from the MD simulation with the polarizable model (Dang-

Table 4 Calculated values of Debye–Waller factors (σ 2), first shell
coordination numbers (NO), and gKO(r) maxima with temperature
dependence

T(K) ρ0(Å−3) Direct evaluationa Gaussian fitb

NO σ 2(Å2) NO σ 2(Å2) R0(Å)

300 0.03328 6.6 0.0276 5.7 0.0221 2.770
350 0.03161 6.6 0.0319 5.6 0.0263 2.777
400 0.02948 6.5 0.0365 5.3 0.0300 2.782

a NO was calculated by direct integration of the g(r) corresponding to
the K–O interaction (Eq. (1)), and the Debye–Waller factors according
to the scheme described in the paper, Eq. (12)
b NO, σ 2, and RO were computed as parameters of a Gaussian fit of the
corresponding g(r)
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Fig. 7 Debye–Waller factors from ab initio calculation at three different
temperatures

Chang), and from electronic structure calculations on small
clusters. The simulation underestimates the Debye–Waller
factors.

The Debye–Waller factors can also be calculated through
a Gaussian fit of the first peak, gKO(r):

ρ04πr2gKO(r) ≈ NO√
2πσ 2

e− (r−R0)2

2σ2 . (13)

From this fit, the number of nearest neighbors, coordination
number NO, and the center of the peak RO can be determined.

The number of nearest neighbors can also be calculated by
direct integration over the first peak as defined from Eq. (1).
The results are listed in Table 4. We find that the ‘corrected’
value of 0.0276 Å2 is in good agreement with the experimen-
tal value of 0.0293 Å2 reported in Sect. 3.3, and it is somewhat
larger than the MD simulation value of 0.0221 Å2.

3.3 MD-EXAFS and experiment

Five hundred statistically independent configurations out of
550 water molecules and one K+ ion from the molecular
dynamics simulations were taken into account for the MD-
EXAFS analysis. For each configuration, a cluster of the 40
closest water molecules to the photoelectron source (K+)
were extracted from the configuration to form an input for
electron multiple scattering analysis. This forms a cluster
surrounding the K+ ion with a radius of approximately 6 Å
containing the first and second solvation shells. The radial
distribution function resulting from the ensemble of clus-
ters faithfully reproduces the structure of the ion–water RDF
(radial distribution function) obtained from the bulk simula-
tion. When more molecules were included in the configura-
tion averaged evaluation of the EXAFS signal, no significant
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effect was observed. This is due to the fact that configura-
tionally disorder in the second and higher solvation shells
dampens their direct distribution to the EXAFS signal. The
indirect influence of the bulk waters on the structure of the
first two solvation shells is fully taken into account.

Figure 8 displays the resulting |χ̃(R)| plots at three differ-
ent temperatures, 300, 350, and 400 K. As in the case of
the corresponding quantity g(r) from the MD simulations, the
same trend is observed: the peak heights are reduced as the
temperature increases, indicating a higher disorder and lower
coordination number.

In Fig. 9, the k2-weighted χ(k) experimental data from
1.0 m KCl at 300 K is compared to the MD-EXAFS spectrum
generated from the simulation. There is an overall excellent
agreement for the frequency and fair agreement for the ampli-
tude of the oscillations over the full k range from 2 to about
9.5 Å−1. The matching of the frequency of the oscillation
means that the K–O distances are nearly the same between
the experiment and the simulation. At k = 9.6 Å−1, there is
an artifact in the experimental data due to the KLII,III multi-
electron edge that somewhat distorts the background function
in this region. The corresponding χ̃(R) plots derived from the
experimental measurements are shown in Fig. 10, together
with the computed generated ensemble (MD-EXAFS). The
χ̃ (R) was generated by Fourier transform of the k2χ(k) data,
and they represent the partial pair distribution functions con-
voluted with the photoelectron scattering functions from Eq.
(3). Again, there is remarkably good agreement in the radial
structures of the experimental and simulated data. It is impor-
tant to realize that the χ̃(R) are not exact representations of
the gKO(r) [35]. The K–O phase shift function, φKO(k) in Eq.
(3) alters the phase of the scattered photoelectron leading to
significant broadening and an R-shift of the K–O peak in
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Fig. 8 The K+–H2O|χ̃ (r)| plot from the Fourier transformed k2χ(k)
MD-EXAFS data, at 300, 350 and 400 K

Fourier transformed k2χ(k) data. However, φKO(k) is recov-
ered exactly by FEFF8.2 so that the fitted parameters, as will
be described later, provide a very close approximation to the
first peak in gKO(r).

Figures 11, 12, 13 and 14 independently compare the
k2χ(k) and χ̃ (R) spectra from the experiment and the MD
simulation with their respective fits to the theoretical stan-
dards using the EXAFS Eq. (7). The solid lines represent the
experimental data and the dashed lines are the EXAFS fits
with parameters as reported in Table 5. In general, the qual-
ity of the fit to both the magnitude and the imaginary parts
of χ̃ (R) are excellent for the experimental and simulated
spectra. Figure 11 also shows the experimental spectrum that
has been corrected for the multi-electron edges as described
above. Notably, the strong KLII,III feature at 9.6 Å−1 is re-
moved. In addition, removal of the relatively strong KMII,III

feature at 2.6 Å−1 results in attenuation of the oscillations
between k = 1.5 and 3.0 Å−1.

The structural parameters for the hydrated K+ are sum-
marized in Table 5. They have been extracted from exper-
imental and simulated data by fitting to the FEFF8.2 theo-
retical standards. For the MD simulation, two methods of
deriving the structural parameters are reported. In the first,
an ensemble of different configurations is used to gener-
ate an average EXAFS spectrum from the simulation. This
MD-EXAFS spectrum is then treated in a fashion identical
to the experimental data to recover the structural parame-
ters. This provides a very powerful method to identify the
key differences between the simulations and the experimen-
tal structure. The second method of deriving the structural
parameters from the MD simulation is a standard analysis of
the peaks in the gKO(r) and gKH(r). The experimental data in
Table 5 were evaluated after correction of the multi-electron
features. Depending upon the position of the multi-electron
edges with respect to important parts of the EXAFS oscilla-
tion, corrected spectra can improve the quality of the fits to
the experimental parameters [63]. We find that in the case of
K+, removing the multi-electron features has only a minor
effect on the fitted parameters primarily because these fea-
tures are mostly outside the range of the important EXAFS
oscillations.

The K–O distance from the experimental spectrum of
2.732 Å is in excellent agreement with both the MD-EXAFS
value of 2.72 Å and that from the Gaussian fit to the RDF of
2.770 Å. On the other hand, the Debye–Waller factor, σ 2, is
considerably larger for the experiment than that for the sim-
ulation. This trend is similar to what was observed for Ca2+,
where the amount of disorder in the Ca2+–O interaction from
the simulation was much less than for the experiment [37].
Literature values for the experimentally derived K+ structural
parameters are very limited primarily because the K+/H2O
distances from the X-ray diffraction are difficult to separate
from the H2O/H2O scattering contribution. For NDIS, the
K–O distance overlaps with the K–H distance, so separate
distances have not been obtained. All of the scattering meth-
ods provide K+/H2O distances bounded by a general range
from 2.6 to 2.95 Å−1. The K+–O distances from our
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Fig. 9 Potassium EXAFS k2-weighted χ(k) plots for an aqueous 1.0 m KCl solution at 300 K. The solid line is the experimental data and the
dashed line is the MD-XAFS. The experimental spectrum was acquired in transmission mode and is uncorrected for multi-electron edges. The
K L II,III multielectron edge for the experimental data is indicated

Fig. 10 The |χ̃(R)| plots corresponding to the Fourier transformed k2χ(k) shown in Fig. 9. The solid line shows the experimental data and the
dashed line show MD-EXAFS data. The distances have not been corrected for phase shifts. The unphysical peak at 0.9 Å is an artifact of the
multi-electron excitations

EXAFS values reported here represent one of the most accu-
rate experimental measurements of the K–O distance.

Finally, we examine results for the water coordination
number in the first solvation shell about K+. The EXAFS
experimental value of 6.1 with an uncertainty of about ±1.3
(uncertainty associated to the estimate of S2

0) seems to be
in agreement with the water coordination number of 6.8

from the integrated g(r), and with 5.3 that has been reported
from NDIS measurements [28]. However, when comparing
EXAFS-derived coordination numbers for these more disor-
dered systems to values from methods based upon the full
g(r), it is important to account for the short range sensitivity
of EXAFS technique, as illustrated schematically in Fig. 1.
This aspect is demonstrated by the fact that the coordination
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Fig. 11 Potassium EXAFS k2-weighted χ(k) plots from experiment for an aqueous 1.0 m KCl solution at 300 K. The solid line represents the
experimental data and the dashed line is the theoretical fits using the parameters reported in Table 5. Also shown (dotted line) is the spectrum in
which the multi-electron features have been removed using the procedure described in the text

Fig. 12 The magnitude and imaginary parts of the Fourier transforms, k2-weighted |χ̃ (R)| plots derived from the spectra shown in Fig. 11 for
the 1.0 m KCl solution. Both the experimental data and the fits using the FEFF calculations are shown. The |χ̃ (R)| plot is uncorrected for phase
shifts whereas the corrected distances are reported in Table 5

number 3.5 derived from the MD-EXAFS is significantly
smaller than the value of 6.8 derived from the integration of
g(r) to the first minimum at ∼3.5 Å (Table 2). The K–O dis-
tance derived from MD-EXAFS of 2.722 Å, is nearly equal
to the value derived from the maximum in the first peak
of g(r) of 2.770 Å. From the two factors we can see that
the EXAFS sensitivity extends considerably beyond the first

peak of g(r), as is shown schematically in Fig. 1, but probably
does not encompass the long range tail that extends into the
first minimum. Because of this effect, one would expect that
the coordination number for the experimental system might
be significantly higher than 6.1 when including the region of
the first solvation shell out to the minimum in the g(r). This
larger coordination number measured experimentally may be
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Fig. 13 Potassium EXAFS k2-weighted χ(k) plots from MD-XAFS for a 1.0 m KCl solution at 300 K. The solid line represents the MD simulation
data and the dashed line is the theoretical fits using the parameters reported in Table 5

Fig. 14 The magnitude and imaginary parts of the Fourier transforms k2-weighted |χ̃ (R)| plots derived from the spectra shown in Figs. 13 and
12 for the MD-XAFS simulated 1.0 m KCl solution. Both the simulated data and the fits using the FEFF calculations are shown. The |χ̃ (R)| plot
is uncorrected for phase shifts whereas the corrected distances are reported in Table 5

partially an artifact of the FEFF analysis. A difficulty arises in
the EXAFS calculations when treating the proton on the oxy-
gen of water. The relatively short O–H bond distances lead
to a distortion of the oxygen muffin-tin potential that affects
the scattering amplitudes at low-k, and hence the ability to
estimate the coordination number. A correction for this effect
has been implemented in the latest version of FEFF8 [64].
However, in the case of K–O scattering, a more demanding

condition for the theory is needed, since the K–O distance is
relatively large and the disorder is relatively high, imposing
the need to include in the fits the low-k region down to at
least 2 Å−1. In our calculations we employed the usual self-
consistent potential treatment within FEFF8.20 to generate
the fits leading to the parameters reported in Table 5. Explo-
ration of more accurate treatment of the muffin tin potential
is beyond the scope of this paper. It should be noted however
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Table 5 EXAFS analysis of the K+ first shell structure from experimental and molecular dynamics simulations data for a 1 m KCl solution at
300 K

Source Method Atom N R(Å) σ 2 × 103 (Å2) C3 × 104 (Å3) R
αa

Exp. EXAFSb O 6.1(1.0) 2.732(021) 29.3(4.1) – 0.042
MD MD-EXAFS O 3.5(0.2) 2.722(014) 13.0(0.8) 7.5(3.5) 0.005
MD RDFc O 5.7 2.770 22.1 – –

In all cases, the k-weight for the fit is 3
aGoodness of fit defined by a scaled sum of squares as described by FEFFIT [32]. Uncertainties in parentheses
bAnalysis of KCl solution data with the spectrum corrected for the three multi-excitation edges
cFrom integration of a Gaussian function fit to the first peak of the radial distribution function (RDF), gKO(r), this work

that within the FEFF8.20, we tested a variety of different
ion–water configurations, degrees of potential overlap and
systems with or without the protons on the water. All these
perturbations have little effect on the measured K–O distance
or the Debye–Waller factor that are reported in Table 5.

4 Conclusions

This study combines theoretical and experimental techniques
to describe and interpret the behavior of water-solvated potas-
sium. Molecular simulations with a polarizable potential were
used to calculate the RDF, local coordination and disorder at
three different temperatures. Ab initio calculations were per-
formed at a correlated level with augmented basis sets to lo-
cate different K-water clusters and compute the Debye–Waller
factor, a measure of the disorder in the solute’s immediate
environment, within the harmonic approximation. These two
different approaches are successfully combined in our novel
approach to interface molecular dynamics with high level,
electronic structure cluster calculations to obtain a theoret-
ical, expectation value for the Debye–Waller factors. MD-
simulated EXAFS spectra underestimate the Debye–Waller
factor, while the ab initio-MD hybrid approach for the eval-
uation of EXAFS parameters, is in excellent agreement with
the experimental data. Overall, the coordination number for
water-solvated potassium at room temperature is 6±2 and the
K–O average distance 2.730±0.05 Å. The Debye–Waller fac-
tor is calculated at 0.0276 Å2, while the experimental value
is 0.0293 Å2.
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